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Abstract

The essence of image segmentation and detection is to
find objects that stand-out or are different from their back-
ground, which is also how humans often imagine “objects”.
But what if an object does not want to be found? Camou-
flaged objects tend to blend-in with their surroundings by
using similar colors and textures. Natural selection has al-
lowed many species to evolve and use sophisticated camou-
flage mechanisms to avoid detection by predators. Soldiers
use camouflage to move covertly and avoid detection by en-
emies. We address the problem of detecting these objects
that expressly wish to avoid detection. Camouflaged objects
are abundant in nature and can be extremely challenging
to detect, even for humans. Advancements on this problem
can help real-world applications like search and rescue op-
erations, tracking aquatic species, ecological surveys, and
defect detection. However, unlike generic object detection
datasets, benchmark datasets for Camouflaged Object De-
tection (COD) are relatively smaller and may lack diversity.
In this project, we aim to explore various methods to allevi-
ate this limitation and catalyze future research in this area.
The source code for this project is available here.

1. Introduction
The difficulty in detecting and identifying camouflaged

objects comes from the inherent nature of the human eye at-
tuned to catch conspicuous objects first. Some animals have
evolved to take advantage of this and blend themselves into
the background with expert command over their body and
leveraging the environment. Therefore, they are difficult to
identify even for humans. The way humans generally try to
find such objects is by employing a search and detect tac-
tic, spending a good amount of time zooming and trying to
catch anomalies in the image. Even then it’s not perfect.
There can be cases where the image has multiple objects,
but only one can be detected and identified. Can you find the
camouflaged objects1 in images at the top of Fig 1? The dif-

1Hints: (top right) There are multiple birds. (bottom left) There is a
small black dog in the grass. (bottom right) A cat spans the entire width.
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Figure 1. Overview. We explore three approaches to either in-
crease training data or reduce annotation effort. Camouflaged im-
ages with style transferred from some natural textures can be a
good augmentation. Generating synthetic data can also help in-
crease training data. A weakly supervised approach where the an-
notator only has to provide binary class labels (camouflage or not)
can greatly reduce annotation effort.

ficulty we faced while finding these objects was what made
us interested in pursuing this project.

When a task is difficult for humans, it poses a bigger
challenge for a machine-learning solution. To even ob-
tain trainable data for segmenting camouflage images, we
would require a human annotator to provide labels for such
images. Obtaining good-quality annotations is challenging
for camouflaged image segmentation, which is likely a big
reason why existing datasets are considerably smaller than
other tasks. COD10K [3], is (to the best of our knowledge)
the biggest existing benchmark, containing only around

https://github.com/VinitraMk/UMass-CS670-Project


3000 images of camouflaged objects. In contrast, COCO
[8], a segmentation benchmark for common objects, has
over 200K labelled images. Segment Anything Model [6]
was trained on over 11M images containing more than 1B
annotated objects. While SAM has proved useful for sev-
eral problems in the segmentation space, it’s not perfect,
especially in medical image segmentation. In such spaces,
getting huge amounts of annotated data is difficult, there-
fore creating a need for models that can perform segmenta-
tion with weak supervision. Our project will explore ways
to improve performance in a limited data setting.

1.1. Background

The ability of animals to blend themselves into their sur-
roundings is well studied in biology but research interest in
it is quite nascent in the machine learning discipline. To
train models to catch objects quite adept at concealment,
naturally, we studied the different ways animals camouflage
themselves. Animals are able to camouflage themselves
using two primary tactics: pigments and physical struc-
tures. Some species have natural, microscopic pigments,
known as biochromes, which absorb certain wavelengths of
light and reflect others. Species with biochromes appear to
change colours. Other species have microscopic physical
structures that act like prisms, reflecting and scattering light
to produce a colour that is different from their skin. The
polar bear, for instance, has black skin. Its translucent fur
reflects the sunlight and snow of its habitat, making the bear
appear white. Our intuition was what if we try to replicate
this process of light absorption and generate synthetic data
to train the models? A common approach to working with
limited data is to use augmentation. While common aug-
mentations like random cropping, jitter and colour trans-
formations are readily available, they may not introduce
enough diversity. In this work, 2 of the methods we pro-
pose are data augmentation techniques, one of which tries
to replicate the camouflage process employed by animals
and get synthetic data.

We imagined an augmentation that takes, say an owl
camouflaged in a rocky terrain and generates an owl cam-
ouflaged in a beach or the rain. To do this, we use style
transfer (explained in detail in section 4.1) to transfer the en-
vironment ”styles” from some naturally occurring textures.
An alternate approach is to generate synthetic data directly.
Challenges here include the ability to control the generation
process and the quality of automatic annotations. Finally,
instead of increasing available data, we can try to reduce
annotation effort to allow scaling the benchmarks. Weakly
supervised methods, relying only on class labels (camou-
flaged or not) can be a good direction to explore.

A realistic goal for the task would be to beat the Seg-
ment Anything Model (SAM) [6]. While our proposed
methods improved performance over the benchmark SOTA

SINet [3], we observe that there is still a significant gap to
beat SAM. We hope these explorations will increase inter-
est in this field and catalyse future research. A good camou-
flaged object segmentation model can help applications like
ecological surveys, search-and-rescue and defect detection.
The vision community would also benefit from a challeng-
ing benchmark where the typical segmentation challenges
like occlusion and small objects are compounded greatly.

2. Related Work
Research into camouflaged object detection has a rich

history in biology and the potential impact of tackling this
is tremendous. However, within the domain of computer vi-
sion, this area remains relatively under-explored compared
to other forms of object detection, such as Generic Object
Detection [2, 8] and Salient Object Detection [1]. This dis-
crepancy can be partly attributed to the inherent complexity
of the task and the scarcity of expert-annotated data. Inter-
est in this space was kickstarted with the contributions of
CamouflagedAnimals [10] and CAMO [7], and found mo-
mentum with the contribution of the COD10K dataset [3].
CamouflagedAnimals [10] includes videos of camouflaged
animals, which are difficult to identify in still frames, but
immediately pop out as they start to move. CAMO [7] con-
sists of 1250 images and was the first work dedicated pri-
marily to camouflaged objects. MirrorNet [16] improved
over existing approaches on CAMO [7] by fusing predic-
tions from mirrored data. COD10K [3] greatly increased the
scale of this problem by constructing a dataset ∼ 10 times
bigger. They also propose SINet, which mimics the human
receptive field and the “search and identification” stages of
predators. Many animals are adept at using the environ-
ment to blend and conceal themselves to avoid detection.
The role of background and textures in this concealment
has been studied and explored by Ren el al., 2021 [11]. Xi-
ang el al., 2022 [15] explore the contribution of depth and
attempts to use them for detection.

3. SINet Backbone
We used a refined SINet [3] architecture tailored for

efficient camouflaged object segmentation under limited
data setting. We modified the standard SINet architecture,
which originally employed the ResNet-50 backbone, by
integrating the lighter ResNet-18 architecture to reduce
computational demands while preserving effective perfor-
mance for object detection tasks. This modification was
particularly advantageous for processing large datasets like
COD10K [3] and style transfer-enhanced images where
computational efficiency was crucial.

Key components of the SINet backbone:

• Search Module (SM): This module is inspired by the
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Figure 2. Style-Transfer as Augmentation. We consider a few images from the COD10K [3] dataset, and apply style transfer on them
with a few natural-like textures. We use a VGG-19 model pre-trained on ImageNet for neural style transfer.

initial phase of hunting in the animal kingdom, where
the predator searches for potential prey. It leverages
a series of receptive fields (RF) that mimic the human
visual system’s structure. These receptive fields help
to highlight regions in the visual field where camou-
flaged objects might be located. The RF component
in SINet includes several branches, each designed to
capture different scales and details, enhancing the de-
tection capabilities of the network.

• Identification Module (IM): Following the detection
of a potential camouflaged object by the SM, the IM
precisely identifies and segments the object. It utilizes
a Partial Decoder Component (PDC) that integrates
multi-level features processed from the SM. This com-
ponent refines the detection by focusing on detailed
characteristics of the object, ensuring accurate seg-
mentation.

SINet is particularly effective because it processes and in-
tegrates multi-scale features, which are crucial for detect-
ing objects that blend seamlessly with their background. It
demonstrates superior performance across several metrics
when tested on various datasets, indicating its robustness
and reliability in detecting camouflaged objects under dif-
ferent conditions.

3.1. ResNet-18

ResNet-18 serves as the backbone for our modified
SINet due to its optimal balance between speed and com-

putational efficiency, essential for scenarios with limited
computational resources. It is a streamlined variant of the
deeper ResNet models, maintaining robust performance
with reduced complexity.

The main characteristics of ResNet-18 that make it par-
ticularly suited to our application are delineated as follows:

• Residual Blocks: Central to ResNet-18 are its resid-
ual blocks, which mitigate the vanishing gradient prob-
lem—a common challenge in training deep networks.
Each block contains two layers connected by skip con-
nections, allowing direct transmission of inputs across
layers to preserve signal strength and training stability.

• Architecture layout: The network comprises 18 lay-
ers, including convolutional layers, batch normaliza-
tion, ReLU activations, and culminates in a fully con-
nected layer. This arrangement efficiently captures and
processes complex image features.

• Global Average Pooling: Positioned before the final
dense layer, global average pooling reduces spatial di-
mensions by averaging out feature maps, decreasing
the model’s parameter count and helping to avert over-
fitting while lowering computational demands.

Through these modifications and features, we ensure that
our modified SINet framework is well-suited for efficient
camouflaged object detection in resource-limited settings.



3.2. Balanced Loss

We observed that the objects in the COD10K datasets
tend to take up small portions of the image. Looking at
semantic segmentation as simply pixel-level classification,
this means there is a class-imbalance in the data. On an av-
erage, around 90% of an image is background. To mitigate
this imbalance, we borrow a trick commonly used in classi-
fication, and apply class balancing to the segmentation loss.
In particular, we use a new loss Lbal that assigns a weigh-
tage of 1 for background pixels and 10 for foreground pix-
els in each image. Lbal can be used with the original data
as well as with style-transferred images and synthetic data.
We included the Lbal into our training, and applied it to both
original and augmented datasets.

4. Proposed Methods
Our work would be focused towards exploring different

ways to improve performance of a baseline segmentation
model with a Resnet-18 [5] backbone. We also plan to con-
duct a study on leveraging generative models and explore
whether it can be used to reduce the gap between the COD
datasets and generic image segmentation datasets.

4.1. Style-Transfer as Augmentation

The existing benchmark datasets like COD10K [3] has
a great label and object diversity but it is still quite im-
balanced at the fine-grained level. To further improve the
models become more robust to this task, we built a data
augmentation pipeline by generating images using Neural
Style Transfer [4]. The idea here is to replicate one of the
most common ways animals try to conceal themselves - to
blend themselves into the background, either by matching
the colours of their body to the background or smartly em-
ploying the tactic of blending in the environment using the
natural textures of their body. Replicating this technique of
camouflage, involved using images from COD10K, trans-
formed into different nature-like backgrounds and textures,
generating more camouflage scenarios. The generated im-
ages may or may not be realistic. For example, the owl
example in 2 is not a realistic example of camouflage that
happens in nature with respect to owl. But as the goal is to
train model to be more robust towards detecting concealed
objects, this example would also be useful. This pipeline
can be applied to other datasets of concealed object detec-
tion, further improving the robustness towards detection in
diverse backgrounds and environments. Fig 2 presents some
samples taken from COD10K.

4.2. Weakly Supervised Segmentation

We explored the problem in a weakly supervised setting
because of the connection it has to other problems such as
anomaly and defect detection. The scarcity of annotated

data presents a hurdle towards finding a satisfactory solu-
tion in these problem spaces. A solution in the weakly su-
pervised setting is therefore potentially the most impactful
if found.

We started off our exploration in this setting by using
a basic binary classifier and visualising what it ”sees” in
these images with camouflaged objects. We train a Resnet-
18 model to do binary classification and predict whether
an image consists of a camouflaged object or not. This
classifier is trained on the 6000 images from the training
set (3000 containing camouflaged objects, 3000 containing
non-camouflaged objects). It achieved about 90% accuracy.
We then proceed to draw up a class-activating map using
Grad-CAM [13]. This is an extremely weak supervision
which, not surprisingly, isn’t able to match up to the per-
formance of the other previous works or the other methods
proposed in this work. But it helps give insight into what
existing models see in these images. Other extensions in
this space are training a multi-class classifier to identify the
specific species that are camouflaged, using a vision trans-
former as the base classifier or using few of the annotated
masks from the dataset to strengthen the supervision.

4.3. Synthetic Data

We wish to obtain additional images that have camou-
flaged objects. Authors of COD10K [3] downloaded im-
ages from websites like Flicker and then manually anno-
tated them. This assumes the availability of a filter to iden-
tify which images contain camouflaged objects. Recent ad-
vances in Generative AI have paved the way to a fine con-
trol over generated images. In particular, we use a vari-
ant of Stable-Diffusion [12] that generates images with text
prompts. Although the quality and benefits of AI-generated
images to train new AI is often debatable, this is an interest-
ing direction to explore.

We experimented with a few different prompts and
choose to use a fixed prompt template “a photo of a col-
ored in forest with matching texture”, where we vary
the color of the object and the forest (same color for the
two) and we repeat this for all the animals present in the
COD10K dataset. The range of animals as well as the dif-
ferent colors are intended to give a good diversity to the
generated data. Some cherry-picked generated images can
be seen in Fig 3. Considering the relatively smaller size of
the datasets here and the difficulty in annotation, generat-
ing synthetic data, if helpful, could bridge the gap between
camouflaged and generic image segmentation datasets like
COCO [8] and Pascal-VOC [2].



Figure 3. Synthetic data. Few images Generated by Stable Diffusion. We use the same set of animals (objects) present in COD10K and
vary the color and texture of the object as well as the surroundings via text prompts.

5. Experiments, Results and Benchmark

5.1. Dataset Description

For this project we will be using 3 benchmark datasets
to test our hypotheses: CAMO [7] and COD10K [3] and
CHAMELEON [14]. CAMO [7] consists of 1250 images
with naturally camouflaged objects like fish, chameleons
and insects as well as artificially camouflaged objects like
soldiers and body painting. Each image has at least one
camouflaged object and corresponding manually-annotated
semantic segmentation masks. COD10K [3] consists of
10,000 images containing terrestrial, aquatic and aerial an-
imals as well as amphibians and body art. Most images
were downloaded from Flicker by filtering with appropri-
ate key-words. Each image is accompanied with rich hier-
archical annotations including bounding-box, object-level,
and instance-level labels. We will be working on a seman-
tic segmentation task and will use only the corresponding
labels in COD10K [3].

5.2. Segment Anything

Segment Anything Model (SAM) [6] was recently pro-
posed by Meta AI and has demonstrated great generaliza-
tion capacity to a very wide range of naturally occurring
objects. The zero-shot variant of this model (also uses [9])
expects a text prompt and an image and can segment out
objects indicated in the prompt. An interesting observa-
tion was that just the prompt “animal, insect, fish or hu-
man” was sufficient for it to detect camouflaged objects.
SAM is trained on many images, and we expect at least
part of it to contain reasonably camouflaged objects. The
much higher performance of SAM than any of our baselines

hints that perhaps a good understanding of object semantics
is sufficient to detect camouflaged objects, without explicit
training with camouflaged objects. This establishes a good
benchmark for us to match and evaluate the performance of
our methods in the limited data settings. All our proposed
methods have been compared to the results we obtain by
using SAM on the dataset.

5.3. Evaluation Metrics

For an image I ∈ RH×W×3, let the predicted segmen-
tation mask be P ∈ BH×W and true segmentation mask be
G ∈ BH×W , where B = {0, 1}. We use 1 as the indicator
function.

Intersection Over Union (IOU). This metric measures
the overlap between the predicted and true segmentation
masks. It is a crucial measure for evaluating the precision
of the segmentation models, especially in the cases where
the object of interest occupies a small portion of the image
space. The IOU metric is given by

IOU =

∑H,W
i=0,j=0 1[Pi,j = 1 ∧ Gi,j = 1]∑H,W
i=0,j=0 1[Pi,j = 1 ∨ Gi,j = 1]

(1)

Pixel Accuracy (P-ACC) Here, we compute the class-
averaged accuracy of the foreground and background
classes. Pixel accuracy provides a simple and direct mea-
surement of the proportion of correctly classified pixels.



ACCl =

∑H,W
i=0,j=0 1[Pi,j = l ∧ Gi,j = l]∑H,W

i=0,j=0 1[Gi,j = l]
(2)

P -ACC =
1

2
(ACC0 +ACC1) (3)

Dice Score (Dice). The Dice score, also known as Dice
coefficient, is used to gauge the similarity between the pre-
dicted mask and the ground truth. It is specially useful for
datasets with class imbalances, as it considers both preci-
sion and recall of the predictions.

Dice =
2
∑H,W

i=0,j=0 1[Pi,j = 1 ∧ Gi,j = 1]∑H,W
i=0,j=0 1[Pi,j = 1] + 1[Gi,j = 1]

(4)

Each of these metrics provided a unique perspective, and
insight into the model performance. They allowed us to
comprehensively assess our segmentation approach.

5.4. Style transfer - Styles and Hyper-parameters

We used a pre-trained VGG-19 model as the backbone
to perform neural style transfer. After fixing the con-
tent weight for all images, we individually fine-tuned style
weights for every texture. 15 different natural scene textures
were picked from internet or iNaturalist dataset consisting
of trees, shrubs, tropical forests, rain, wind, snow, etc. In
Fig 2 we present the ones that brought about the most re-
alistic transformations over the images without completely
disrupting the image properties. Since the content images
were picked from the dataset itself, there was no need to
make new annotated masks. For a modified butterfly image,
we could pair it with the annotated mask of the original but-
terfly and make it part of the dataset, to be fed into SINet.

This pipeline presents a way to get new data for natural
image settings without needing more expert annotations and
utilizing the existing ones. This potentially could be useful
in other settings such as concealed object detection (identi-
fying hidden people in the environment) or defect detection
(generating different samples of defects by replicating de-
fect creation).

5.5. SINet training with Style Transfer

We integrated style transfer augmentation into the SINet
architecture. We conducted two main experiments for the
style transfer augmentation approach. For the first experi-
ment, we expanded the training set with 15,190 images gen-
erated by applying style transfer to 3038 camouflaged im-
ages from COD10K, utilizing five distinct textures. In the
second experiment, we adjusted our approach by randomly
sampling 3000 images from the complete set of 15,190

style-transferred images. The subset of 3000 images is re-
sampled from the complete pool every epoch. This modifi-
cation aimed to prevent potential over-fitting on the styled
images which out-number the original images. While This
is better than generating just 3000 images in the first place,
because over the course of multiple epochs, we expect it to
cover all 15K images, thereby introducing higher diversity
while preserving the importance of original images.

5.6. Analysis of Empirical Results

The table 1 lists the empirical results obtained using the
proposed methods in this work. As shown in this table,
the inclusion of data modified using style transfer brings a
significant improvement over the SINet backbone and re-
duces the performance gap between the SINet and SAM
model. The synthetic data generated using the stable dif-
fusion pipeline brings the most boost to the performance al-
though the numbers are comparable to those obtained with
style transfer methodology. This is an indication of the
prowess of the synthetic data and its versatile applications
in other similar problems such as anomaly or defect detec-
tion that struggle to find a suitable solution without expert
annotation.

Our experiments demonstrate that incorporating Lbal

significantly enhanced model performance across all met-
rics; improving IOU from 33.16 to 43.10 and P-ACC
from 69.19 to 79.22 on the COD10K dataset. Using
style-transfer augmented images, we observe an improve-
ments of 4.1%, 1.8% and 4.8% for IOU, P-ACC and Dice
scores. Similar improvements are reflected in the CAMO
and CHAMELEON datasets as well. Using synthetic data
in addition to the original images improves the IOU by
7.8%, 10.7% and 5.6% for the three datasets. Lbal can be
used directly with the other two methods as well, leading
to further improvements. Even with our best method, there
is a gap of 27.6% and 29.6% IOU in COD10K and CAMO
respectively to beat SAM. The gap for the much smaller
CHAMELEON dataset is a more achievable 10.2% IOU.

We ablate the synthetic data and style transfer experi-
ments in Table 2 and Table 3 respectively. For the synthetic
data, we vary the ratio of synthetic to original images in
Fig 4. The general trend for both these settings was that us-
ing a roughly equal amount of original and new images is a
better idea than either extreme.

In the style transfer experiments, we modified the quan-
tity of style transfer images incorporated into the training
dataset. The original COD10K dataset comprised 3038
camouflaged images. Given that style transfer was applied
to five textures for all 3038 images, the total number of im-
ages augmented with style transfer amounted to approxi-
mately 15,190. We conducted two experiments using two
different subsets of these images: the complete set of 15,190
images with the original training dataset and a randomly se-



Experiment Back COD-10K CAMO CHAMELEON
bone IOU P-ACC Dice IOU P-ACC Dice IOU P-ACC Dice

SINet (released model) R-50 43.83 76.27 54.26 43.26 73.54 52.36 50.94 78.23 60.43
SINet (reproduced) R-50 33.82 70.24 44.91 26.23 64.04 34.73 55.66 80.06 65.90
UNet R-50 17.09 70.16 26.47 27.81 70.75 40.97 24.72 72.18 37.07

SINet (reproduced) R-18 33.16 69.19 43.07 22.83 62.11 29.69 56.21 79.95 64.60
SINet + balanced loss (Lbal) R-18 43.10 79.22 55.15 34.41 70.13 43.68 62.55 88.76 73.20
SINet + Style Transfer (ST ) R-18 37.29 71.01 48.22 25.81 63.49 33.37 60.37 81.91 69.29
SINet + Synthetic Data (SD) R-18 40.95 73.40 51.93 33.52 67.80 42.26 61.89 83.03 70.72
SINet + Lbal + ST R-18 43.40 78.26 55.27 32.73 68.41 41.21 62.88 87.94 72.59
SINet + Lbal + SD R-18 43.87 80.49 55.66 37.11 71.75 47.03 61.37 89.30 72.27
Weak sup (GradCAM etc) R-18 3.99 88.34 6.95 7.59 78.83 12.55 3.27 69.37 14.20

Segment Anything Model - 71.48 88.42 79.07 66.68 83.91 74.86 73.10 88.96 81.00

Table 1. Main Experiments. Performance of the different methods on the three evaluation benchmarks used by COD10K.

Original Synthetic COD-10K
Data Data IOU P-ACC Dice

✓ 33.16 69.19 43.07
✓ 29.15 67.38 38.07

✓ ✓ 40.95 73.40 51.93

Table 2. Synthetic data experiments. Using synthetic data alone
gives worse performance than using both synthetic and original.

Experiment COD-10K
IOU P-ACC Dice

Original only 33.16 69.19 43.07
Original + all ST 34.43 69.10 44.53
Original + sample ST 37.29 71.01 48.22

Table 3. Style Transfer experiments. Randomly sampling a
roughly equal set of style transfer images performs better than
keeping all. This may be because the model over-fits on style
transferred images dominating the original ones 5 to 1 in the latter.

lected sample of 3000 images (approximately one style per
image) with the original dataset. The experimental results
are summarized in Table 3.

The results revealed that adding all style-transferred im-
ages to the original dataset yielded a modest improvement
in IOU and Dice metrics, but a slight decrease in Pixel Ac-
curacy. Conversely, the use of a selectively sampled sub-
set of the style-transferred images resulted in significant
enhancements across all metrics: IOU increased to 37.29,
Pixel Accuracy improved to 71.01, and the Dice coefficient
rose to 48.22. We noticed that by focusing on a diverse yet
concise subset of augmented images, we can achieve more
pronounced gains in model performance.
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Figure 4. Synthetic Mix. We vary the ratio of the original images
and synthetic images to be used for training. We observe that hav-
ing a roughly equal split is better than either extreme.

We visualise some interesting predictions in Fig 5.
Masks generated by SAM are usually sharper and better
than other methods. While methods tend to miss parts of
a limb, the general shape and location of the masks tend to
be quite good. Masks obtained from the weakly supervised
setting are able to localise the object, but do not have shapes
comparable to the rest.

6. Conclusions

Both the style transfer and synthetic data approaches
proved to be potent strategies for augmenting the training
datasets, and enhancing the segmentation models’ perfor-
mance. They were effective in introducing variability and
complexity into the training process, thereby enabling the
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Figure 5. Predictions. Visualisations of masks predicted by the
different methods for a few images. For the first and second, most
methods are able to do good, missing partial limbs but capturing
the overall shape of the object. The third one is a good case of very
difficult occlusion caused by thin grass. SAM is able to capture
the structure of the object here, but is not able to remove occluded
regions. The difference between SINet and SINet + synthetic is
also more apparent here.

model to perform better than the baseline SINet.
Our experiments not only underscored individual im-

provements but also showcased the advantages of com-
bining Lbal with style transfer and synthetic augmented
datasets to yield the most substantial performance gains.
This suggests that a multifaceted strategy is critical for ad-
dressing the intricate challenges associated with segmenta-
tion tasks in limited data settings.

These advances have the potential to be used in realistic
settings for ecological surveillance, military applications,
and autonomous navigation where the need for object de-
tection is required to be very precise and robust. Future
work could extend the scope of our research by training the
model on a broader dataset where camouflaged objects are
not predominantly centred. This would potentially improve
the model’s ability to detect camouflaged objects in more

complex and varied scenarios, further enhancing its appli-
cability and performance in real-world settings.

7. Feedback from Poster Session
We received positive feedback and interest, particularly

for the style transfer method. One suggestion was to in-
clude additional human-based camouflaged images which
may be easier to obtain from techniques in film-making like
the green screen and track-able suits. For the search and
rescue application, a suggestion was to include additional
modalities like infrared images, which can make the task
much easier. An interesting idea was to use style trans-
fer at test time where an object augmented to a different
style may make it pop-out, reducing the difficulty of seg-
mentation. Another idea was to explore recent advances in
generative AI and make generators that allow better control
over generated images. This can help get harder camou-
flaged images and further improve segmentation robustness.
It was recommended to dig deeper into how the Segment-
Anything-Model outperforms our approaches even without
explicitly seeing camouflaged objects. Perhaps we do not
need camouflaged images for training at all, and a model
good enough on natural images can detect camouflaged ob-
jects too. Even if this is the case, camouflaged objects can
serve as a robust evaluation benchmark that covers chal-
lenging corner cases.
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